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NLP, The Course

Overall NLP Concept

I. Syntax 

Introduction to NLP; Tokenization; Words Corpora

One-hot, and Multi-hot encoding. 
Parts-of-Speech; Named Entities; 

Parsing; Verbal Predicates;Dependency Parsing

II. Semantics 

Dependency Parsing; Word Sense Disambiguation

Vector Semantics (Embeddings), Word2vec

Probabilistic Language Models
Ngram Classifier, Topic Modeling

Overall NLP Concept

III. Language Modeling  

Ethical Considerations

Masked Language Modeling (autoencoding)

Generative Language Modeling (autoregressive)

Applying LMs

IV. Applications 

Language and Psychology 
(advanced sentiment)

Speech and Audio Processing, Dialog (chatbots)

Question Answering, Translation
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What is Question Answering?

Question (Q) Answer (A)

The goal of question answering is to build systems that automatically answer 
questions posed by humans in a natural language

The earliest QA systems were built 
in the 1960s!

(Simmons et al., 1964)



Question Answering: A Taxonomy

Question (Q) Answer (A)

Answer

Single fact

Explanation

Document

Extracted span

Image or other object

Question

Factoid vs non-factoid

Open vs closed domain

Simple vs multi-step

Narrative

Information

Documents (corpus)

Document

Knowledge Base

Other modalities of 
data (image, video...)
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Areas in Question Answering

Reading 
Comprehension

Open-Domain QA

Visual QA

● Answer based on a document
● Context is a one (or more) document(s)

● Answer based on encyclopedic knowledge
● Context is the Internet (all knowledge)

● Answer is simple and factual
● Context is one/multiple image(s)

Visual QA ● Answer is simple and factual
● Context is one/multiple image(s)
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Comprehend a passage of text and answer questions about its content
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Reading Comprehension (MCTest)
Comprehend a passage of text and answer questions about its content

Passage (P) Question (Q) Answer (A)+

Alyssa got to the beach after a long trip. She’s from Charlotte. She 
traveled from Atlanta. She’s now in Miami. She went to Miami to visit 
some friends. But she wanted some time to herself at the beach, so she 
went there first. After going swimming and laying out, she went to her 
friend Ellen’s house. Ellen greeted Alyssa and they both had some 
lemonade to drink. Alyssa called her friends Kristin and Rachel to meet at 
Ellen’s house.

P

Q AWhy did Alyssa go to Miami? To visit some friends

Richardson et al, 2013.
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Comprehend a passage of text and answer questions about its content

Passage (P) Question (Q) Answer (A)+

Alyssa got to the beach after a long trip. She’s from Charlotte. She 
traveled from Atlanta. She’s now in Miami. She went to Miami to visit 
some friends. But she wanted some time to herself at the beach, so she 
went there first. After going swimming and laying out, she went to her 
friend Ellen’s house. Ellen greeted Alyssa and they both had some 
lemonade to drink. Alyssa called her friends Kristin and Rachel to meet at 
Ellen’s house.

P

Q AWhy did Alyssa go to Miami? To visit some friends

● ~3k questions from ~1k articles
● Multiple-choice questions
● Need for paraphrase, coreference resolution and 

dealing with many distractors
Richardson et al, 2013.



Reading Comprehension (SQuAD)
Comprehend a passage of text and answer questions about its content

Passage (P) Question (Q) Answer (A)+

In meteorology, precipitation is any product of the condensation of 
atmospheric water vapor that falls under gravity. The main forms of 
precipitation include drizzle, rain, sleet, snow, graupel and hail… 
Precipitation forms as smaller droplets coalesce via collision with other 
rain drops or ice crystals within a cloud. Short, intense periods of rain in 
scattered locations are called “showers”.

P

Q AWhere do water droplets collide with ice 
crystals to form precipitation?

Within a cloud

Rajpurkar et al, 2016.



Reading Comprehension (SQuAD)
Comprehend a passage of text and answer questions about its content

Passage (P) Question (Q) Answer (A)+

In meteorology, precipitation is any product of the condensation of 
atmospheric water vapor that falls under gravity. The main forms of 
precipitation include drizzle, rain, sleet, snow, graupel and hail… 
Precipitation forms as smaller droplets coalesce via collision with other 
rain drops or ice crystals within a cloud. Short, intense periods of rain in 
scattered locations are called “showers”.

P

Q AWhere do water droplets collide with ice 
crystals to form precipitation?

Within a cloud

● 100k annotated (passage, question, answer) triples
● Answer is a short segment of text (or span) in passage
● Questions are crowd-sourced, passages are from 

English Wikipedia, usually 100-150 words long
Rajpurkar et al, 2016.



Evaluating Reading Comprehension

Passage (P) Question (Q) Answer (A)+

In meteorology, precipitation is any product of the condensation of 
atmospheric water vapor that falls under gravity. The main forms of 
precipitation include drizzle, rain, sleet, snow, graupel and hail… 
Precipitation forms as smaller droplets coalesce via collision with other 
rain drops or ice crystals within a cloud. Short, intense periods of rain in 
scattered locations are called “showers”.

P

Q AWhere do water droplets collide with ice 
crystals to form precipitation?

Within a cloud

● Exact match (EM): 0 or 1
● max{0, 0, 0} = 0

Rajpurkar et al, 2016.

Inside clouds

Clouds

M Collide inside clouds



Evaluating Reading Comprehension

Passage (P) Question (Q) Answer (A)+

In meteorology, precipitation is any product of the condensation of 
atmospheric water vapor that falls under gravity. The main forms of 
precipitation include drizzle, rain, sleet, snow, graupel and hail… 
Precipitation forms as smaller droplets coalesce via collision with other 
rain drops or ice crystals within a cloud. Short, intense periods of rain in 
scattered locations are called “showers”.

P

Q AWhere do water droplets collide with ice 
crystals to form precipitation?

Within a cloud

● F1: Partial credit
● max{0.33, 0.67, 0.33} = 0.67

Rajpurkar et al, 2016.

Inside clouds

Clouds

M Collide inside clouds



Models for Reading Comprehension
Passage (P) Question (Q) Answer (A)+

Input: P = (p1, p2,..., pN), Q = (q1, q2,...,qM)  N~100, M~15
Output: 0 < start < end < N+1 answer is a span in the passage



LSTM-Based Models for Reading Comprehension
Passage (P) Question (Q) Answer (A)+

Input: P = (p1, p2,..., pN), Q = (q1, q2,...,qM)  N~100, M~15
Output: 0 < start < end < N+1 answer is a span in the passage

Seo et al, 2017.



BERT-Based Models for Reading Comprehension
Passage (P) Question (Q) Answer (A)+

Input: P = (p1, p2,..., pN), Q = (q1, q2,...,qM)  N~100, M~15
Output: 0 < start < end < N+1 answer is a span in the passage



BERT-Based Models for Reading Comprehension
Question = Segment A
Passage = Segment B
Answer = predicting two endpoints in segment B

mccormickml.com
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Is Reading Comprehension Solved?

dev set, except for human performance
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Is Reading Comprehension Solved?

Questions that require long answers Questions that require discrete reasoning

Q: Where did Charles travel to first, Castile or 
Barcelona?

In 1517, the seventeen-year-old King sailed to 
Castile, where he was formally recognised as 

King of Castile. There, his Flemish court 
provoked much scandal, … In May 1518, 
Charles traveled to Barcelona in Aragon, 

where he would remain for nearly two years.

ELI5 (Fan et al., 2019)

DROP (Dua et al., 2019)



Is Reading Comprehension Solved?

Why few-shot GPT-3 is still not enough?
● Context length is long - cannot use enough examples
● No fine-tuning



Areas in Question Answering

Reading 
Comprehension

Open-Domain QA

Visual QA

● Answer based on a document
● Context is a one (or more) document(s)

● Answer based on encyclopedic knowledge
● Context is the Internet (all knowledge)

● Answer is simple and factual
● Context is one/multiple image(s)

Visual QA ● Answer is simple and factual
● Context is one/multiple image(s)



Open-Domain Question Answering

Question (Q) Answer (A)

● No given passage, just a large collection of documents (e.g., Wikipedia)

● No idea where answer is located

● Have to answer any open-domain questions

● Very challenging, but more practical



Open-Domain Question Answering

Chen et al, 2017.



Input: D = (D1, D2,..., DN), Q  D: large collection of documents

Retriever-Reader Framework

Output: an answer string A

Retriever: f(D, Q) → (P1, P2,..., PK) K is pre-defined

Reader: g(Q, {P1, P2,..., PK }) → A



Dense Passage Retrieval

Karpukhin et al, 2020.
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Dense Retrieval + Generative Models

Izacard and Grave, 2020.

Fusion-in-decoder (FID)

DPR + T5
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Generative Models for Open-Domain QA

Roberts et al, 2020.



Answering Why-Questions

Lal et al, 2021.

Why were Matt and Sarah pregnant?

Matt and Sarah were pregnant.

They wanted to announce it in a fun way.

They wrote it on a cake.

They invited their friends over.

When their friends saw the cake, they 
were excited.

Knowing why is important for reasoning about events



Answering Why-Questions

Lal et al, 2021.



Using Commonsense to Answer Why-Questions

Lal et al, 2022.

Matt and Sarah were pregnant.

They wanted to announce it in a fun way.

They wrote it on a cake.

They invited their friends over.

When their friends saw the cake, they 
were excited. Q: Why were Matt and Sarah pregnant? 

They wanted to have a baby

T5

Commonsense Knowledge:
❏ become pregnant to have 

babies
❏ can become pregnant from 

sexual intercourse



Using Commonsense to Answer Why-Questions

Lal et al, 2022.

Matt and Sarah were pregnant.

They wanted to announce it in a fun way.

They wrote it on a cake.

They invited their friends over.

When their friends saw the cake, they 
were excited. Q: Why were Matt and Sarah pregnant? 

They wanted to have a baby

T5

Commonsense Knowledge:
❏ become pregnant to have 

babies
❏ can become pregnant from 

sexual intercourse

● External Commonsense 
Resource

● Larger Model



How Good are Models?

Lal et al, 2022.



Looking Closer at Likert Values

Lal et al, 2022.



Looking Closer at Likert Values

Lal et al, 2022.



Questions to answer which we need multiple steps of reasoning.

49

Multi-Step Questions Answering



Questions to answer which we need multiple steps of reasoning.

● Who is OpenAI’s CEO ⇒ Sam Altman
● Where did Sam Altman go for undergrad? ⇒ Stanford University

Stanford University

Where did OpenAI’s CEO go for undergrad?

50

What are Multi-Step Questions



51

Why should we care about Multi-Step Questions?



Why should we care about Multi-Step Questions?

Many of our day-to-day information needs require multi-step reasoning.

52



Many of our day-to-day information needs require multi-step reasoning.

Which vegetarian restaurants near me are open if I’ve a peanut allergy?

● Find a list of open restaurants near me.
● Select the ones which have vegetarian options in the menu.
● Select the ones which have peanut-free options in the menu.

53

Why should we care about Multi-Step Questions?



● Get a list of episodes and duration of GOT from season 7.
● Sum the time duration of GOT for all the episodes.
● Check if the total duration is less than 10 hours.

Many of our day-to-day information needs require multi-step reasoning.

Can I finish GOT Season 7 if I’ve 10 hours this weekend?

54

To satisfy such information needs, we need models that perform multi-step reasoning.

Why should we care about Multi-Step Questions?
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What are the Challenges of Multi-Step QA?



Challenges of Multi-Step QA

56

Reading Comprehension QA

Open-Domain QA
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                    Where did OpenAI’s CEO go for undergrad?

Challenges of Multi-Step QA
Reading Comprehension QA

Open-Domain QA
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Reading Comprehension QA

                    Where did OpenAI’s CEO go for undergrad?

Model

Challenges of Multi-Step QA
Reading Comprehension QA

Open-Domain QA

Context
(Few Paragraphs)
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Reading Comprehension QA

                    Where did OpenAI’s CEO go for undergrad?

Model Answer

Stanford University

Challenges of Multi-Step QA
Reading Comprehension QA

Open-Domain QA

Context
(Few Paragraphs)



Context
(Few Paragraphs)

61

Reading Comprehension QA

                    Where did OpenAI’s CEO go for undergrad?

Model Answer

Stanford University

train evaluate
Model Evaluation ScoreDataset

Challenges of Multi-Step QA
Reading Comprehension QA

Open-Domain QA
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Challenges of Multi-Step QA
Reading Comprehension QA

Open-Domain QA
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Open-Domain QA

                    Where did OpenAI’s CEO go for undergrad?

Model Answer

Stanford University

Few Paragraphs

Challenges of Multi-Step QA
Reading Comprehension QA

Open-Domain QA
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Open-Domain QA

Wikipedia Corpus

                    Where did OpenAI’s CEO go for undergrad?

Model Answer

Stanford University

Challenges of Multi-Step QA
Reading Comprehension QA

Open-Domain QA



Challenges of Multi-Step QA
Reading Comprehension QA

Open-Domain QA

Answer

Stanford University

65

Open-Domain QA

                    Where did OpenAI’s CEO go for undergrad?

ModelWikipedia Corpus

train evaluate
Large LMs Evaluation ScoreDataset

prompt



Challenges of Multi-Step QA
Reading Comprehension QA

Open-Domain QA

Open-Domain QA

train evaluate
Large LMs Evaluation ScoreDataset

prompt

66

                    Where did OpenAI’s CEO go for undergrad?

ModelWikipedia Corpus

⇒ OpenAI’s CEO is Sam Altman. 
⇒ Sam Altman went to Stanford for undergrad. 
So the answer is Stanford University

Step-by-Step Reasoning + Answer
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State of Few-Shot Multi-Step Open-Domain QA

⇒ InterAug: (Internet-augmented LMs through few-shot prompting for ODQA) Lazaridou et. al.
⇒ ReAct: (ReAct: Synergizing Reasoning and Acting in Language Models) Yao et. al
⇒ SelfAsk: (Measuring and Narrowing the Compositionality Gap in Language Models) Press et. al.
⇒ DecomP: (Decomposed Prompting: A Modular Approach for Solving Complex Tasks) Khot et. al.

EM | F1
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III. Language Modeling  

Ethical Considerations

Masked Language Modeling (autoencoding)

Generative Language Modeling (autoregressive)

Applying LMs

IV. Applications 

Language and Psychology 
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Speech and Audio Processing, Dialog (chatbots)
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Machine Translation

X: Ces robes chères sont italiennes

French
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English



Machine Translation

X: Ces robes chères sont italiennes

Y: Those expensive dresses are Italian

French

English



History of Machine Translation

● Rosetta Stone to understand Egyptian hieroglyphics
● World War 2 code-breaking efforts (Alan Turing)
● 1940s-mid 1960s: Rule-based systems (RBMT)
● 1990s-2013: Statistical systems (SMT)
● 2014+: Neural systems (NMT)
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Neural Machine Translation

● Encoder-Decoder Models
● Attention Mechanism
● Transformers



NMT: Encoder-Decoder
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NMT: Encoder-Decoder

Sutskever et al., 2014
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NMT: Attention
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NMT is close to or outperforms SMT!



NMT: Attention

Bahdanau et al., 2014

NMT is close to or outperforms SMT!

Sequential computation = extremely time-taking
Cannot handle very long sequence lengths



NMT: Transformer

Vaswani et al., 2017



NMT: Transformer

Vaswani et al., 2017



Training NMT Systems

● Parallel Data
● Transfer Learning
● Data Augmentation using Backtranslation
● Unsupervised Methods



Backtranslation

● Train a system in the reverse language translation
● Use this to translate target side monolingual data 

(synthetic data)
● Combine generated synthetic parallel data with real 

parallel data to build the final system
● Can be done iteratively: Iterative Backtranslation

Sennrich et al., 2016
Hoang et al., 2018



Unsupervised Machine Translation

Embedding spaces for different language have similar shape



Unsupervised Machine Translation

How can we rotate the triangles to match up?



MT and LLMs

Despite VERY large-scale pretraining data, LLMs are not great



Challenges

● Reliable Evaluation
● Low-resource MT
● Multilinguality
● Document+ level translation



Human Evaluation

Given: MT output, reference translation

Task: Assess quality of MT output

● Adequacy: Does output convey same meaning as input?
● Fluency: Is the output fluent in the target language?



Human Evaluation

Given: MT output, reference translation

Task: Assess quality of MT output

● Adequacy: Does output convey same meaning as input?
● Fluency: Is the output fluent in the target language?

Annotators disagree too; AND they use Google Translate themselves!!!



Automatic Evaluation

Given: MT output, reference translation

Task: Compute similarity between them



Automatic Evaluation

● Lexical metrics
● Trained metrics



Automatic Evaluation

● Lexical metrics
○ Word Error Rate (WER)

Think Levenshtein Distance!



Automatic Evaluation

● Lexical metrics
○ BLEU

Papineni et al., 2002



Automatic Evaluation

● Lexical metrics
○ BLEU

Sophisticated 4-gram Precision

Papineni et al., 2002



Automatic Evaluation

● Lexical metrics
○ Ignore relevance of words
○ Operate on local level
○ Human translators often have poor BLEU scores!



Low Resource Machine Translation

● 7000+ languages in the world
● <100,000 parallel sentences for most language pairs
● Massively multilingual MT - 1600 languages
● Datasets to advance this: FLORES, NLLB



NLP, The Course

Overall NLP Concept

I. Syntax 

Introduction to NLP; Tokenization; Words Corpora

One-hot, and Multi-hot encoding. 
Parts-of-Speech; Named Entities; 

Parsing; Verbal Predicates;Dependency Parsing

II. Semantics 

Dependency Parsing; Word Sense Disambiguation

Vector Semantics (Embeddings), Word2vec

Probabilistic Language Models
Ngram Classifier, Topic Modeling

Overall NLP Concept

III. Language Modeling  

Ethical Considerations

Masked Language Modeling (autoencoding)

Generative Language Modeling (autoregressive)

Applying LMs

IV. Applications 

Language and Psychology 
(advanced sentiment)

Speech and Audio Processing

Question Answering, Translation



NLP, The Course

Overall NLP Concept

I. Syntax 

Introduction to NLP; Tokenization; Words Corpora

One-hot, and Multi-hot encoding. 
Parts-of-Speech; Named Entities; 

Parsing; Verbal Predicates;Dependency Parsing

II. Semantics 

Dependency Parsing; Word Sense Disambiguation

Vector Semantics (Embeddings), Word2vec

Probabilistic Language Models
Ngram Classifier, Topic Modeling

Overall NLP Concept

III. Language Modeling  

Ethical Considerations

Masked Language Modeling (autoencoding)

Generative Language Modeling (autoregressive)

Applying LMs

IV. Applications 

Language and Psychology 
(advanced sentiment)

Speech and Audio Processing

Question Answering, Translation



NLP, The Course

Overall NLP Concept

I. Syntax 

Introduction to NLP; Tokenization; Words Corpora

One-hot, and Multi-hot encoding. 
Parts-of-Speech; Named Entities; 

Parsing; Verbal Predicates;Dependency Parsing

II. Semantics 

Dependency Parsing; Word Sense Disambiguation

Vector Semantics (Embeddings), Word2vec

Probabilistic Language Models
Ngram Classifier, Topic Modeling

Overall NLP Concept

III. Language Modeling  

Ethical Considerations

Masked Language Modeling (autoencoding)

Generative Language Modeling (autoregressive)

Applying LMs

IV. Applications 

Language and Psychology 
(advanced sentiment)

Speech and Audio Processing

Question Answering, Translation



NLP, The Course

Overall NLP Concept Computation or ML

I. Syntax  |  Classification

Introduction to NLP; Tokenization; 
Words Corpora

Regular Expressions; Edit 
Distance

One-hot, and Multi-hot encoding. 
Parts-of-Speech; Named Entities; 

Maximum Entropy Classifier 
(LogReg), Gradient Descent, 

Parsing; Verbal 
Predicates;Dependency Parsing

Cross Validation; 
Regularization Accuracy 
Metrics; Shift Reduce

II. Semantics  |  Probabilistic Models

Dependency Parsing; Word Sense 
Disambiguation

Term Probabilities; N-d 
Vectors

Vector Semantics (Embeddings), 
Word2vec

LDA, Skipgram Model

Probabilistic Language Models
Ngram Classifier, Topic Modeling

markov assumption, chain 
rule, smoothing

Overall NLP Concept Computation or ML

III. Language Modeling  | Transformers

Ethical Considerations Model cards, Pred Bias Frmwrk

Masked Language Modeling 
(autoencoding)

Neural Networks; Backprop 
Cross-Entropy Loss
Self-Attention, 

Generative Language Modeling 
(autoregressive)

Positional encodings
The Transformer:
Beam Search

Applying LMs Fine-Tuning, zero-/few-shot, 
Instruction tuning

IV. Applications | Custom Statistical or Symbolic

Language and Psychology 
(advanced sentiment)

Differential Language Analysis; 
Adaptive Modeling; Human LMing

Speech and Audio Processing, Wave Transforms; RNNs

Question Answering, 
Translation

Multihop Reasoning


